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Announcements

• Scribe for Next two lectures
• Ayush Jaiswal, Saloni Rathi, Sayantan Basu: 22nd Lec

• Vaibhav Pandey, Dhananjay, Susrita: 23rd Lec

• Extra Class on this Thursday, 24th Jan at 2 PM



Recap

• Essential Resources and basic pre-processing
• Corpora

• Word and Sentence Segmentation – focus on heuristics and issues associated 
with them



Objective

• Word
• Basic statistics and inference: Zipf’s law

• Collocation



Word



Basic Questions

• What is the length of the corpus?

• How many distinct words are used?

• What are the most common words?



Terminology

• Word Tokens: individual occurrences of words

• Word Types: distinct word tokens



Answering the basic questions and making 
some inference

• Corpus: Tom Sawyer by Mark Twain

• Basic Statistics:
71,370 word tokens
8,018 word types

• Observation: Domination of 
function words (determiner, 
prepositions etc.)

• Function words vs. Content Words
• Stop words: 

https://code.google.com/archive/p
/stop-words/



Uneven distribution with long tail phenomena

• Some words are very common
• Individual word type 

contributed 1% of all word 
tokens [12 such words]

• Vast majority of the words occurred 
very infrequently
• Over 90% of the word types 

occur 10 times or less

• Many rare words
• 12% of the text occurred 3 

times or less



Empirical observation leading to Zipf’s Law

• Establish the relationship between 
frequency f of word type and its 
rank r based on frequency

• 𝑓 ∝
1

𝑟

• Good description of frequency 
distribution of words in natural 
languages

• Principle of Least Effort



Zipf’s Law: Bad fit for low and high ranks



Mandelbrot’s Formula: More general relationship

𝑓 = 𝑃(𝑟 + 𝜌)−𝐵

log 𝑓 = log𝑃 − 𝐵 log(𝑟 + 𝜌)

P, B, ρ are text parameters, collectively 
measure the richness of text’s use of 
words.



Collocation: Whole is bigger than the 
sum of parts



Collocations: Examples

Strong Tea, Stiff breeze, Take a risk, Start up, New Delhi, Fly High

Vs

Last class, Next lecture, New companies



Collocations: Definition

• [Choueka, 1988]: "A sequence of two or more consecutive 
words, that has characteristics of a syntactic and 

semantic unit, and whose exact, unambiguous meaning or 

connotation cannot be derived directly from the meaning 

or connotation of its components“

• Limitation
• We may do away with the requirement of words being consecutive.

• Example
• Knocked on the door

• Knocked at the class-room door



Characteristics: subtle and not easily explainable

• “Strong tea” but not “Powerful tea”

• “Stiff breeze” but not “Stiff wind”

• “White wine” but not “Yellow wine”

• “Broad daylight” but not “Bright daylight”



Characteristics

• Limited compositionality

• Example: Strong Tea

• Example: White wine, white woman and white hair all refer to 
different colors and not exactly the white color.

• Non substitutability
• Example: yellow cannot replace white in “white wine”.

• Non-modifiability: can’t be modified using additional lexical materials or 
through grammatical transformations.
• Example: people as poor as church mice; to get an ugly frog in one’s throat.



Why it is important?

• Computational lexicography

• Parsing

• Semantics

• Natural Language Generation

• Machine Translation

• Linguistic research



Finding Collocations



Frequency

• Assumption: More frequent occurrence of two words together may 
imply special function or property which can’t be simply explained



Frequency based methods for finding 
collocations

Source: Table 5.1[FSNLP: Page 154]

Corpus: New York Times newswire-Aug to 
Nov 1990. 
Statistics: 115 MB text with roughly 14 
million words



Adding linguistic knowledge to Frequency

Tag Pattern

A N
N N
A A N
A N N
N A N
N N N
N P N

1. Part of Speech (PoS) tag patterns 
for collocation filtering.

2. Patterns were proposed by 
Justeson and Katz (1995).

3. [A]djective; [N]oun; [P]reposition

Source: Table 5.2 [FSNLP: 154]



Source: Table 5.3 [FSNLP: Page 155]



Pros and Cons of Frequency+PoS Filter

• Advantages
• Simple method

• Disadvantages
• Too much dependency on hand-designed filter
• High frequency can be random without any specific meaning
• Works well for fixed phrases but will not work for cases where variable 

number of words may exist between two words
• Example

• She knocked on his door
• They knocked at the door
• 100 women knocked on Donaldson’s door
• a man knocked on the metal front door



Sliding window could be savior

Sentence: 

man knocked on the front door

Bigrams:  

man knocked man on man the man front

knocked on knocked the knocked front knocked door

on the on front on door

the front the door

front door

Four word collocational window to capture bigrams at a distance
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