
CS 565: Intelligent Systems and 
Interfaces

Lecture: Words – Finding Collocations

18th Jan, 2017

Semester: Jan - May 2017

Ashish Anand

IIT Guwahati



Pearson’s Chi-square Test

• Does not require normal distribution assumption as in t-test

• Test for dependence or association

• Make a frequency or contingency table 

• Compare observed and expected frequencies



Chi-square test: contd.

w1 = new w1 ≠ new

w2 = companies 8 4667

w2 ≠ companies 15820 14287173

𝑋2 =  
𝑖𝑗

𝑂𝑖𝑗 − 𝐸𝑖𝑗
2

𝐸𝑖𝑗

𝑂𝑖𝑗: Observed frequency;      E𝑖𝑗: Expected frequency
X2 is asymptotically χ2 distributed.



Chi-Square: Other Applications

• Metric for corpus similarity (Kilgarriff and Rose, 1998)

Corpus 1 Corpus 2

Word 1 w11 w12

Word 2 w21 w22

Word 3 w31 w32



Likelihood Ratio Test

• Two alternate hypotheses
• H1: p(w2 | w1) = p = p(w2 | ⌐w1)   -> Independence 

• H2: p(w2 | w1) = p1 ≠ p2 = p(w2 | ⌐w1)    -> Association

• Define Likelihood Ratio, λ = L(H1) / L(H2)
• A number telling how much more likely is one hypothesis over the other.



Calculating Probabilities and Likelihood

• What we do
• p = c2/N;   p1 = c12 / c1;   p2 = (c2- c12) /(N- c1)

c2: # of occurrence of wi;  c12: # of occurrence of wij

• Under the hood
• Maximum Likelihood Estimate



Likelihood Ratio Test

L(H1) = b(c12; c1, p) b(c2-c12; N-c1, p)
L(H2) = b(c12; c1, p1) b(c2-c12, N-c1, p2)

Log λ = log (L(H1) / L(H2))
-2 log L ~ χ2

H1 H2

P(w2|w1) p = c2 / N p1= c12 / c1

P(w2|⌐w1) p = c2 / N p2 = (c2- c12) /(N- c1)

c12 out of c1 bigrams are w1w2 b(c12; c1, p) b(c12; c1, p1)

c2-c12 out of N-c1 bigrams are ⌐w1w2 b(c2-c12; N-c1, p) b(c2-c12, N-c1, p2)



Source: Table 5.12 [FSNLP]
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