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Issues with Mean & Variance Approach

• Unable to differentiate with chance cases

• Example: last year, next year, new companies

• Why this is happening?

• High frequency of individual words, hence likely to co-occur together quite 
often 



Hypothesis Testing: Mitigating the chance 

issue

• Objective: Able to make distinction whether two words are co-
occurring more frequently just by chance.

• Method: Hypothesis Testing

• Steps are

• Formulate Null Hypothesis, H0 : There is no association between the words 
beyond chance occurrences.

• Compute the probability p that the event occurs if H0 is true.

• Reject null hypothesis if p is too low



Statistical Test: t-test

• Null Hypothesis: Sample is drawn from a distribution with mean μ

• t = 
�̅��

��

�



Source: https://en.wikipedia.org/wiki/One-_and_two-tailed_tests



Finding collocations: Formulating Hypothesis

• Formulation of Null Hypothesis, H0 : 

• P(wi) : Probability of occurrence of individual word

• P(wi, wj) : Probability of co-occurrence of the two words

• Under H0 : P(wi, wj) = P(wi) * P(wj)



Using t-test for finding collocations

• Text corpus as a sequence of N bigrams

• P(wi) = # of occurrences of word wi / total # of words

• H0 : P(wi, wj) = P(wi) * P(wj) [occurrence of the two words are 
independent]

• Under null hypothesis, process of random occurrence of the bigram is 
a Bernoulli Trial with p = P(wi, wj) = P(wi) * P(wj)

• Mean, μ = p;  variance = p(1-p) ≈ 	

• Calculate 
̅ and std. dev.



Example

For the bigram new companies

P(new) = 15828 / 14307668

P(companies) = 4675 / 14307668

μ = P(new companies) = 3.615 x 10-7

Actual occurrence of new companies = 8

t = 0.999932 < t_critical at 0.005 = 2.576

Give your verdict
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