
CS 565: Intelligent Systems and 

Interfaces

Lecture: Words - Collocations

20th – 21st Jan, 2016

Semester: Jan - May 2016

Ashish Anand

IIT Guwahati



Continuing with words ….

• Start up, Stand Up India, New Delhi, Take a break, Strong tea, Stiff 
breeze



Understanding Collocation



Collocations: Definition

• Expressing ourselves with the help of two or more words 
corresponding to conventional way of saying things or the 
combination of words which usually go together.

• Examples

• Strong Tea, Stiff breeze, Take a risk, Start up, New Delhi



Collocations: Definition

• [Choueka, 1988]: "A sequence of two or more consecutive words, that has 
characteristics of a syntactic and semantic unit, and whose exact, unambiguous 
meaning or connotation cannot be derived directly from the meaning or 
connotation of its components“

• Limitation
• We may do away with the requirement of words being consecutive.

• Example
• Knocked on the door

• Knocked on my door

• Knocked at the class-room door



Characteristics

• Limited compositionality

• Example: Strong Tea

• Non substitutability

• Example: yellow cannot replace white in “white wine”.

• Non-modifiability: can’t be modified using additional lexical materials or 

through grammatical transformations.

• Example: people as poor as church mice; to get an ugly frog in one’s throat.

An expression is compositional if its meaning can be predicted from the meaning 

of the parts.



Why it is important?

• Computational lexicography

• Parsing

• Machine Translation



Finding Collocations



Frequency

• Assumption: More frequent occurrence of two words together may 
imply special function or property which can’t be simply explained



Frequency based methods for finding 

collocations

Source: Table 5.1[FSNLP: Page 154]

Corpus: New York Times newswire-Aug to 

Nov 1990. 

Statistics: 115 MB text with roughly 14 

million words



Adding linguistic knowledge to Frequency

Tag Pattern
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1. Part of Speech (PoS) tag patterns 

for collocation filtering.

2. Patterns were proposed by 

Justeson and Katz (1995).

3. [A]djective; [N]oun; [P]reposition

Source: Table 5.2 [FSNLP: 154]



Source: Table 5.3 [FSNLP: Page 155]



Pros and Cons of Frequency+PoS Filter

• Advantages
• Simple method

• Disadvantages
• Too much dependency on hand-designed filter

• High frequency can be random without any specific meaning

• Works well for fixed phrases but will not work for cases where variable 
number of words may exist between two words

• Example
• She knocked on his door

• They knocked at the door

• 100 women knocked on Donaldson’s door

• a man knocked on the metal front door



Sliding window could be savior

Sentence: 

man knocked on the front door

Bigrams:  

man knocked man on man the man front

knocked on knocked the knocked front knocked door

on the on front on door

the front the door

front door

Four word collocational window to capture bigrams at a distance



Mean and Variance

• Can implicitly take care of varying distance issue

• Method

• Calculate mean of offsets (signed distance) between the two words.

• Mean, �̅ = ¼(3 + 3 + 5 + 5)

[Donaldson’s tokenized as : Donaldson, apostrophe, s]

• Variance, �� =  
∑ (	
�	)
�
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���

She knocked on his door

They knocked at the door

100 women knocked on Donaldson’s door

a man knocked on the metal front door



Source: Table 5.5 [FSNLP: page 161]



Source: Figure 5.2 [FSNLP: page 160]



Source: Figure 5.2 [FSNLP: page 160]



Source: Figure 5.2 [FSNLP: page 160]
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